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Introduction

You (Neil) Zhang
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Multimedia Deepfakes

\"5 N BC N EWS Fake Joe Biden robocall tells New Hampshire Democrats not to vote Tuesday SHARE & SAVE — f X (] eee | E

m Trump shooting live updates ~ What we know on the Trump rally shooting  Motive remains unknown  Politicians condemn violence ~ Eyewitnesses describe gunfire  Photos

EXCLUSIVE

JOE BIDEN

Fake Joe Biden robocall tells New Hampshire Democrats
not to vote Tuesday

The call, an apparent imitation or digital manipulation of the president's voice, says, "Voting this Tuesday only
enables the Republicans in their quest to elect Donald Trump again."

»

No, Tom Cruise isn't on TikTok. It's a
deepfake

AXS=Se«®

https://www.youtube.com/watch?v=iyiOVUbsPcM

Multimedia Deepfake Detection Tutorial @ ICME 2024 4
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BlBJC!

Home News Sport Business Innovation Culture Travel Earth Video Live

Martin Lewis felt 'sick' seeing deepfake

scam ad on Facebook

7 July 2023

Al Voice Tool Abused to Make Celebrity Deepfake Audio Clips

& Ashley King © February 1, 2023

Forbes

Al clones teen girl’s voice in $1M
kidnapping scam: ‘I've got your
daughter’

By Ben Cost
Published April 12, 2023 | Updated April 12, 2023, 1:00 p.m. ET

Fraudsters Cloned Company
Director’s Voice In $35 Million

Bank Heist, Police Find
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Background: Audio Deepfakes

Text-to-speech (TTS) -
-- Convert written text into spoken words with speech synthesis

Voice conversion (VC) -
-- Convert speech from source speaker to target speaker’s voice

Synthetic attacks (logical access)

Text-to-speech/
Voice conversion
spoofing attacks

l Audio Deepfake
.Sensor Detection Decision
(microphone) Accept or Reject
MW > Speaker Verification

Spee%ltimedia Deepfake Detection Tutorial @ ICME 2024



Background: Audio Deepfake Detection

ASVspoof challenge series * LA: Robustto channel variability

Replay spoofing * PA: Involve real replayed samples
2015 attacks detection 2019 * DF:anew speech deepfake task 2024
Text-to-speech 2017« LA:Advanced TTSand VC 2021 * Speech deepfake detection
(TTS) and voice attacks SASVY  Spoofing-robust automatic
conversion (VC) * PA: More controlled setup 2022 speaker verification
spoofing attacks for replay attacks
detection ADD ADD SSTC
2022 2023 2024
SvDD
* Logical Access (LA): algorithm-related artifacts 2024

* Physical Access (PA): device-related artifacts

Spoofing-Aware Speaker Verification (SASV), Audio Deepfake Detection (ADD),

Source Speaker Tracing Challenge (SSTC), Singing Voice Deepfake Detection (SVDD)
Multimedia Deepfake Detection Tutorial @ ICME 2024 7



Background: Video Deepfakes

* Face swap

Video from https://www.media.io/faceswap.html.

&
/

* Talking face generatioﬁ

Wei H, Yang Z, Wang Z. Aniportrait: Audio-
driven synthesis of photorealistic portrait
animation. arXiv 2024.
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Background: Video Deepfakes

* Head-avatar generation (3D generation): Tri’Plane [Song+2024]

novel view-1: novel view-2:

Song L, Liu P, Chen L, et al. Tri2-plane: Volumetric Avatar Reconstruction with Feature Pyramid. ECCV 2024.
Multimedia Deepfake Detection Tutorial @ ICME 2024



Background: Video Deepfake Detection

DFDC ForgeryNet Atecup (Kaggle)

Challenges: 2016 2021 2024
Face2Face DeepFace Lab One-Shot Motion NeRF
2016 2018 2019 2021

Deferred-Neural-Rendering Diffusion Model
2019 2023
Generation methods: FaceSwap Tri-Plane

2019 2023

3D Gaussian Splatting
2024
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Evaluation Metric: AUC vs. EER

Area Under the Curve (AUC) Equal Error Rate (EER)

* Widely used in Video Deepfake Detection * Widely used in Audio Deepfake Detection
ROC Curve
-— — )—;-?
Prefect Classifs § 7 o
. rerest massher 42‘2‘,\ - False Rejection Rate
% ,// g = False Acceptance Rate
v //_ P /( O\
Q) P < _q\& SN—”
.>. 7 ~ o
P PR\t v
8 e 4('_15
i ST
%_’ ///,/ e’ o «— Equal Error Rate
y
+ S s
/ 7
/s
s Threshold
0] e
FQISC Positive Rate 1 Figure from SVDD challenge evaluation plan

Figure from https://www.kdnuggets.com/2022/10/metric-accuracy-auc.html
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https://www.kdnuggets.com/2022/10/metric-accuracy-auc.html
https://arxiv.org/pdf/2405.05244

Advanced Evaluation Metrics

* T-DCF [Kinnunen+2018]: assess the influence of CM on the ASV system
* T-EER [Kinnunen+2023]: parameter-free tandem evaluation

* A-DCF [Shim+2024]: architecture agnostic metric for spoofing-robust
speaker verification

Used in Audio Deepfake Detection but can be generalized to video and multimedia

Target Automatic Speaker
"Wﬂ countermeasure Verification
Nontarget ACCEPT ACCEPT
- 1 CM " ASV —m
Scm > 7-CIII Sasv > Tasv
Spoof
- — 1 1
REJECT REJECT
Sem < Tem Sasv < Tasv

Figure from [Kinnunen+2023]

Kinnunen, Tomi, et al. "t-DCF: a Detection Cost Function for the Tandem Assessment of Spoofing Countermeasures and Automatic Speaker Verification." Speaker Odyssey 2018.
Kinnunen, Tomi H., et al. “t-EER: Parameter-free tandem evaluation of countermeasures and biometric comparators.” TPAMI 2023.
Shim, Hye-jin, et al. “a-DCF: an architecture agnostic metric with application to spoofing-robust speaker verification.” Speaker Odyssey 2024.
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Goal of this Tutorial

* Introduce the latest developments in audio, video, and audio-
visual deepfake detection, understand the prevailing challenges,
and highlight promising directions for future research.

* Bridge the gap among the research communities for single-
modality deepfake detection

* Foster discussion and collaboration towards multimedia deepfake
detection

Multimedia Deepfake Detection Tutorial @ ICME 2024 13



Scope of this Tutorial

* Audio (speech) deepfake detection
* Video deepfake detection
* Audio-visual deepfake detection

* Qutside the scope (emerging topics):
* Singing voice deepfake detection [Zang+2024]

* General audio deepfake detection [Xie+2024]
* Text deepfake detection [Yang+2024]

Zang, Yongyi, et al. "Singfake: Singing voice deepfake detection." ICASSP 2024.
Xie, Zeyu, et al. "FakeSound: Deepfake General Audio Detection." Interspeech 2024.
Yang, Xianjun, et al. "DNA-GPT: Divergent n-gram analysis for training-free detection of GPT-generated text." ICLR 2024.

Multimedia Deepfake Detection Tutorial @ ICME 2024
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Outline

* Audio Deepfake Detection (45 min)

* Break (25 min)

* Video Deepfake Detection (45 min)

* Audio-Visual Deepfake Detection (30 min)

* Q&A (15 min)

Multimedia Deepfake Detection Tutorial @ ICME 2024
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Audio Deepfake Detection



Audio Deepfake Detection

 Key Components of Detection Models
* Advanced Topics in Detection Model Developments

* Summary and Future Directions

Multimedia Deepfake Detection Tutorial @ ICME 2024
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Key Components of Detection Models

/

™~

[

Feature Classifier
Extraction

J

Speech —

|

End-to-End Structure

R

Loss
Function

Bonafide ]

1

.

/

* Feature Extraction: speech signals -> acoustic features

e Classifier: acoustic feature -> detection decision

* E2E: speech signals -> detection decision

Multimedia Deepfake Detection Tutorial @ ICME 2024
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Feature Extraction

Feature

4‘ Hand-crafted spectral features }—

Spectral coefficients

Spectrograms

Filter learning features

| Deep-learning features |

Supervised embeddings

Pre-trained embeddings

Prosody features

—‘ Other analysis-oriented features I

Impact of silences

Frequency Sub-band

Multimedia Deepfake Detection Tutorial @ ICME 2024
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Feature Extraction: Hand-crafted features

* Short-time Spectral Coefficients

* Such as Linear Frequency Cepstral Coefficient (LFCC) [Alegre+, 2013] and
Mel-Frequency Cepstral Coefficient (MFCC) [Sahidullah+, 2015]
* Speech ->Windowing -> DFT -> Filter banks -> Log -> DCT -> Coefficients

(a

1

Frequency (kHz) —»

Figure 1: Figure showing filter bank used in the computation of
(a) RFCC, (b) LFCC, (c) MFCC, and (d) IMFCC.
Multimedia Deepfake Detection Tutorial @ ICME 2024 20



Feature Extraction: Hand-crafted features

* Long-time Spectral Coefficients

* Constant Q Cepstral Coefficient (CQCC) [Tak+, 2020] e
« Higher temporal resolution at higher frequencies

* Higher frequency resolutions at lower frequencies

* Spectrograms

* Treated as 2D images

) CQT

* Mel-spectrogram [Ray+, 2021], CQT-spectrogram [Abdzadeh and Veisi, 2023]
* Include information regarding frequencies and

intensities of the speech signal as it propagates =™
in time. U

Mel-Spectrogram

g s0

Multimedia Deepfake Detection Tutorial @ ICME 2024



Feature Extraction: Deep-learning features

* Filter Learning Features
* Approximate the standard filtering process
* Most widely-used: SincNet [Zeinali+, 2019]
* Other works: nnAudio [Cheuk+, 2020], FastAudio [Fu+, 2022]

* Supervised Embeddings
« CNN [Wu+, 2020], ResNet [Shim+, 2022], Bi-LSTM [Khan+, 2024]

* Pre-trained Embeddings

* Self-supervised models: wav2vec2.0 [Wang and Yamagishi, 2022],
wavlLM [Zhu+, 2023], Hubert [Li+, 2023]

* Finetuning along with the classifier

Multimedia Deepfake Detection Tutorial @ ICME 2024 22



Feature Extraction: Other Directions

* Prosody/ Semantic Embeddings [Conti+, 2022] [Wang+, 2023]

* More effective for TTS-generated Deepfake speech, rather than VC-based
Deepfakes

* Impact of Silence [Zhang+ 2023]
* Duration proportion of silence -> TTS Deepfakes
* Content of silence -> VC Deepfakes

* Frequency Sub-band Features [Pillai+, 2022]
* Low-frequency band of 0-4kHz -> voiced segments
* High-frequency band of 4-8kHz -> silence and unvoiced segment

Multimedia Deepfake Detection Tutorial @ ICME 2024 23



Classifier

Category Advantages Disadvantages Methods
Traditional [jlght-welght-; fa.cdlt'fltmg easier interpreta- | Poor generalization performance on un- GMM [269], RF [91], SVM [29]
ML tion of the distribution outcomes seen attacks
Light-weight; Producing promising detec- Ca“s‘f‘g arommntion. Ioss Fhe f.reque.ncy LCNN [113], Non-OFD [39], Cap-
CNN : domain due to the translation invariant
tion performance suleNet [147]
property
Enabling architectural adjustments for ResNet [7], SE-Net [112], ResMax
ResNet modifying receptive fields; enhancing gen- | High computational cost; The performance | [110], ResNext [296], Res2Net
eralizability to unseen attacks; accommo- | can be highly varied by feature selection | [128], DenseNet [234], xResNet
dating deeper networks [25]
Aggregating all note features for mes-
GNN sage passing; enhancing the formulation | Challenging to construct a deep network; | RawGAT [204], AASIST [92],
of inter-relationships among frame-level | high time and space complexity GCN [32]
features
N Effectively capturing long-term dependen- | Potential for overfitting; high computa-| CCT [18], OCT [117], TFT [235],
cies tional costs Rawformer [139]
TDNN {:Egtt}:\; gt alowing yanying apnt Unsatisfactory detection performance Fﬁ;\]PA-TDNN 3, (AE-EDHN
DART Enabling architecture optimization during | Performance may be influenced by pre-| PC-PARTS [70], Raw PC-PARTS

back-propagation

defined hyperparameters

[71], light-DARTS [217]

Multimedia Deepfake Detection Tutorial @ ICME 2024
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Type Filter / Stride  Output Params

Conv_1 5.0 l:X1 863 x 600 x 64 1.6K
MFM_2 - 864 x 600 x 32 =
[ ] [ ]

( :laSSIflero ( :NN_based MaxPool 3 2x2/2x2 431 x 300 x 32 -
g Conv_4 1x1/1x1 431 x 300 x 64 2.1K
MEM_5 — 431 x 300 x 32 >
BatchNorm_6 - 431 x 300 x 32 -
Conv.7 5 SOV AR I 431 x 300 x 96 27.7K

MFM_8 431 x 300 x 48
° L h _CNN [L y O 9] MaxPool 9 2x2/2x2 215 x 150 x 48 -
Ig t avre nt eva + b 2 1 BatchNorm_10 — 215 x 150 x 48 -
. Conv_11 Ex111:5¢1 215 x 150 x 96 4.7K
* Replace RelLU with Max-Feature-Map S g it & °
. . BatchNorm_13 -- 215 x 150 x 48 —
activation Conv_14 3x3/1x1 215 x 150 x 128 55.4K
MFM_15 — 215 x 150 x 64 o
MaxPool_16 2%2/2:%2 107 x 75 x 64 —
Conv_17 | 5074 19 S BV | 107 x 75 x 128 8.3K
: : : MFM_18 — 107 x 75 x 64 =
* Translation invariance property of CNN  Sisome - 107 X 75 x 64 -
Conv_20 3:3:3711:x%1 107 x 75 x 64 36.9K

. M MFEM_2 Y& o (- 3.
 Sub-band CNN: Split the spectrogram MM g il -
. H . Conv_23 1:5%¢141:%1 107 X 75 x 64 2.1K
inputs along the frequency axis [Choi+, e ' St h
BatchNorm_25 107 x 75 x 32

2022] Conv_26 I3 I1x1 107 x 75 x 64 18.5K
MFM 27 S 107 X 75 X 32 —
MaxPool 28 2%X2/2x%2 53 x 37 x 32 —
FC.29 160 10.2 MM
MFEM_30 ~ 80 —
BatchNorm_31 - 80 —
FC_32 s 2 64
Total 371K
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Classifier: ResNet-based

Layer Input:64000 samples Output shape

* RawNet2 [Tak+, 2021] Conv(129,1,128)

) Fixed Sinc filters Maxpooling(3) (21290,128)
 SincNet feature extractor BN & LeakyReLU

.. . . (BN & LeakyReLU )
* One of an official baseline in the Conv(3,1,128)
. BN & LeakyRelLU
ASVspoof challenge series. Resblock ¢ cOnv(§,1,y12§) b x 2 (2365,128)
Maxpooling(3)
FMS

\ z

[ BN & LeakyReLU )
Conv(3,1, 512)

* Other works Resblock 4 Bgi‘wﬁgf‘ty;%[] L x4 (29512)
 Adding SE [Lai+, 2019] or MFM [Kwak+ Maxpooling(3)

2020] components to ResNet e o

. 24002d1i]‘y the bottleneck: Res2Net [Li+, Oftiut o a9y

Multimedia Deepfake Detection Tutorial @ ICME 2024 26



Classifier: Graph Neural Network (GNN)-based

 RawGAT [Tak, Jung+, 2021] .
* Form two fully-connected sub-graphs i f
* Node: frequency bins and time frames : | / % 3
« Graph attention mechanism | el —»% b
gt

* AASIST [Jung+, 2022]
* Heterogeneity-aware technique: integrate spectral and temporal sub-graphs |
* Aggregate information from all other spectral nodes and temporal nodes
* Achieve 0.83% EER in ASVSpoof2019-LA dataset

: Common with RawGAT-ST [11] L Proposed AASIST architecture
e stack |
gs ! ) }'\Anode L
— max abs F : S, . SAZILT e i Sy el i 3 [~
= = «(abs(F)) B o -G Gt | ~ hetero ATT 4 )—| l = 8 g
= a8 4 v s " "V (i RS 3 S 5 a {0
St 9 4 ‘ Q. ' 33 39 s &
b= (O a i i 8 ax 3 &
= |e Thougillaam. s GAL : L0
- o S Maal |i] PSSt S | &
'rg §. F ggh I. S S stack § | r 2;5_1 )g N
@ = gt Pl | <))\ node ! S R g 32
= |2l T S A AR ! .. AN — S & S8 S
e 5 @ < 1 *hetero ATT 4 ) > hetero ATT s &
= S8 _, ¥/ R TRG / e /
maxg(abs(F)). &5 1 B e @ e O} i )] i stack
&5 el DD HS-GAL| ! 'HS-GAL| ode
Output max graph operation readout
shapes >(64,23) (64,11) (32,) (32,15) (32,15) 27

(64600,) (64:23,297 564 29) (64, 20) (64,31) (32,) (32,15) (32) (160,)



End-to-End Structure

e Motivations

* Reduce dependency on extracted features
* Avoid information loss

* Takes raw audio as input

» Utilize SincNet with pre-configured setting
* RawNet2, RawGAT, ASSIST

* Fully E2E: use 1D convolutional layer [Ma+, 2022]

Multimedia Deepfake Detection Tutorial @ ICME 2024
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Wik

Convid,
indim=1, outdim=16

l BatchNorm

Res2Net style Block

l BatchNorm

Convid,
indim=16, outdim=32

|

MaxPool1d

|

Res2Net style Block

l BatchNorm

Convid,
indim=32, outdim=64

|

MaxPool1d

l

Res2Net style Block

l BatchNorm *,

Convid,

indim=64, outdim=128

|

MaxPool1d

|

Res2Net style Block

\ BatchNorm

SELU

MaxPool1d,Flatten

|

Linear layer
J Softmax

Spoof or Bonafide
(a)

Lu‘eﬁr‘\a‘,e(
wwwwww dim, outdim=4xdim
¥ SEL
Linear layer
=4xdim, outdim=d

;i

(b)
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Loss Function

* Binary Cross-Entropy Loss with Softmax [Tak+, 2020]

i oL e"vi
Lpce = Z log — =
e

: w
N Wi ®i 4. e " 1=

Xi

i=1

1 &
Sl Z; log(1+ e(Wi-vi=Wy;) Xi),

]

* Large Margin Cosine Loss [Chen+, 2020]

ea(w;i Xi—m)

Nl AT A
ea(wyixi—m) +ea(w1_yixi)

.
LimvcL = N ; log

N

1 o 4 e

Z—N E 10g(1+€a(m_(wyi_wl_yi) xi)).
i=1

« Compact embedding space
* Same margin added to both classes

Multimedia Deepfake Detection Tutorial @ ICME 2024
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Loss Function

* One Class-Softmax [Zhang+, 2021] Sonafide Mg

w
« Compactthe Bonafide speech embeddings °
* |solate Deepfake embeddings

N
1 T
[,oc=—ﬁ E log(1 + e¥(Mui=woXi(=1)%)y,
i=1
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Advanced Topics in Audio Deepfake Detection

e Robustness in Cross-datasets

* Partially Deepfake Detection

* Integration of Deepfake countermeasures (CM) with audio speech
verification systems (ASV)

* Interpretability of detection models

Multimedia Deepfake Detection Tutorial @ ICME 2024 31



Advanced Topics: Cross-dataset Robustness

* Reveal a significant performance decline in cross-dataset

Data ASVspoof

Publication augmentation Feature Classifier Loss funcion | 19-LA | ITW

[253]| IH&MMSec’23 w/o Mel-Spec Patched Transformer CE 454 | 29.72

[218] | INTERSPEECH’23 wlo Duration + pronunciation +l; ~\\ _,p; 1 STM —MLP CE 158 | 36.84
wav2vec2.0-XLSR

[248]| INTERSPEECH’23 w/o wav2vec2.0-XLSR LCNN —Transformer CE, Triplet, 0.63 | 24.50

Adversarial

[230] ICASSP’23 w/o wav2vec2.0-XLSR MLP CE 2.98 | 26.65

[289] SPL’24 SpecAugment |ECAPA-TDNN CNN—GRU —MLP AM-Softmax 1.79 | 29.66

[263] ICASSP’24 w/o wav2vec2.0-XLSR ResNet-18 CE 2.07 | 29.19

[263] ICASSP’24 w/o Hubert ResNet-18 CE 6.78 | 27.48

[216]|  ICASSP’24 w/o Multi-scale permutation |op p o Nt CE 20.24 | 29.62

entropy
[145]* ICASSP’24 w/o CNN —wav2vec2.0 AASIST CE 0.39 7.68
[231]* ICASSP’24 Rawboost  |wav2vec2.0-XLSR-Vox MLP CE 0.13 | 12.50

The evaluation metric is EER (%). The bold values refer to the best performance on the same dataset. "+” indicates multiple techniques
processed in parallel, while "—" denotes sequential order. "w/o" means that no data augmentation techniques are applied.
* [145] and [231] utilize knowledge distillation. The reported evaluation results on both datasets are produced by the student model.

* [Zhang+, 2022] suggests the performance degradation may be due to the channel effect
mismatch among different datasets -> Gradient Reversal Layer

* Knowledge Distillation (KD) technique [Lu+, 2024] [Wang and Yamagishi, 2024]

Multimedia Deepfake Detection Tutorial @ ICME 2024



Advanced Topics: Partially Deepfake Detection

e Frame-level Detection

* Boundary Detection

Multimedia Deepfake Detection Tutorial @ ICME 2024 33



Advanced Topics: Partially Deepfake Detection

* Frame-level Detection
* Divide speech into frames
* Label each frames as Bonafide or Deepfake
* Expect a Deepfake segment to be longer than the duration of a phoneme
* Need Swapping Post-Processing [Zhang and Sim, 2022]

3 -9 12 13 15 ZOI I I I | I I_l 3
- OO T LT T e T T-

* Other works e
* |solated-frame penalty term [Liu+, 2023] O F:I:_I R -
...|||||||6|1|9|||12|v1j|‘15—20||||||||---

6 9 1213 15 20
---IIIIIIIII_IIII||__||l|lll|"‘
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Advanced Topics: Partially Deepfake Detection

* Boundary Detection
* |dentify the transition boundaries between Bonafide and Deepfake segments

* Eliminate the post-processing
* One solution: add a QA layer [Wu+, 2022]

/ Ly \ / QA w [ AF \\/ o \
! : P !
wll BB H
‘ Equation (1) ’ Mo B b b { Equation (2) }
T Self-attention g(-) ’ T
~Blm-{m} A :
] 2 n 7 sz Z or { Pooling and feed- }
Tl e 2 forword layer
\ / ‘ SENet f(-) ’ \ /
f f / f
,,,,,, H . ~0- N x -0 H
h‘ T, Tan
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Advanced Topics: Partially Deepfake Detection

* PartialSpoof [Zhang, Wang+, 2022] - Publicly Available
* Psynd [Zhang and Sim, 2022] - Restricted

* ADD2022 [Yi+, 2022] - Restricted

* ADD2023 [Yi+, 2023] - Restricted

Multimedia Deepfake Detection Tutorial @ ICME 2024 36



Advanced Topics: Integration of CM and ASV

 Deepfake Countermeasure (CM): detect Deepfake speech
* Audio Speaker Verification (ASV): verify the identity of speakers
* SASV: Spoofing-aware speaker verification

Deepfake

Speech 4[ CM | {
\ ASV | { ASV attacks
\ Bonafide Speaker J

Multimedia Deepfake Detection Tutorial @ ICME 2024 37




Advanced Topics: SASV

* Cascaded System [Wang+, 2022]
 Concatenate the ASV and CM classifiers
* Pre-train separately
* The order of ASV and CM may affect the performance.

ASV score ASV decision
[0.91, 0.75, 0.41, 0.12, ASV 1, 1, 0, 0O,
------- Hard Decision R
0.23, 0.44, 0.83, 0.97 ] 0, 0, 1, 1]
CM score l SASV score
[ 5.65, -7.54, 3.24, 7.56, cM [5.65,-7.54, ¢, ¢,
—> B > —» Reject/Accept
core Tumng .......
6.23, -6.76, -5.13, 6.54 ] E,€,-513,6.54]

Multimedia Deepfake Detection Tutorial @ ICME 2024



Advanced Topics: SASV

* Score-level Fusion System
* Pre-train separately

'III-IIIIIII<

)

CM
- J
S

ASV
-

— CM scores
> SASV output

— ASV scores

* May suffer from the disparity in scale ranges between ASV and CM scores.

* Embedding-level Fusion System

 Concatenate two embeddings
* May pre-train separately

CM
-Ill-lllllll<fﬁ—’
ASV

Multimedia Deepfake Detection Tutorial @ ICME 2024
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Classifier — SASV output
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Advanced Topics: SASV

* Integrated System

* Use one set of embedding that captures the mutual characteristics of
ASV and CM [Mun+, 2023]

J

Training from scratch

< 52
g bnaspki wavy}® wav;3® 20 xP3 X% 5<
§ onaspie At | [wavksr | ol 83 b [ | [t ||+
g- bna 5pk3 — wavbna wavbna %< bna ' bna &,
g 3,1 32 = X31 X32 © 0
B<
Stage 2 Initialized w/ pre-trained weights from Stage 1
. bna bna bna bna
+ Multi-cl blem [Teng+, 2022 e icsa] N
Uutti-ClasSs prople eng+
) o wavhy wavhy xbna xbna D
§ - = |e =i £
SN wav3y? wavyh? 34 xbe xb12 E
/ \ / \ Vocoder, <37 +
000 , / OO0 \ é\TJ wavs? | [ wavs a< X3 53 =
Sow i ; Lt
® O GO ‘@ '@ @ cs3 wavss wavs$ p x§52 x5 ~ 8
O e 'Y " @ cs2 o = : : <
©00 Cioi0 Ty | [ waviy xg3 xg3
. @) ) o Initialized w/ pre-trained weights from Stage 2
O '®) » bnaspki —+ wavpy® || wavpp? rall | IEYE
s ] () _ b b b b >
OQ“) :’ O(> : < bna spk2 p{ wavy}? I wavys? e X0 Sé
! 90 L . 4 '§ bna spk3-p wavt3® | | wavhy? a® xtna | [ xbna | ?:
! :/ \&J ‘\. - 8_0) P e
i\ s S spoott [ wai? | 82" -
- sp! ™ o
CM system ASV system SASV system @ spoof2 _ X A 2
' > 4
(O Spoof Speech () Bonafide Speech spoofd H wavsP | [ wav® | [ x|
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Advanced Topics: SASV

* Current stage

* Highly rely on the capability of independent ASV and CM subsystems
* Simple ensemble mechanisms outperform the integrated SASV systems.

pian . . SV- | SPF- | SASV-

Publication Category Algorithms for ASV Algorithms for CM EER | | EER | | EER |
[225] | INTERSPEECH 22 | Cascaded SE-ResNet-34, ECAPA-TDNN AASIST 0.90 | 0.26 | 0.29
[5] | INTERSPEECH'22 | Score Fusion | ResNet-48 ResNet-48 0.19 0.25 | 0.22
[38] | INTERSPEECH'22 E:;’;:dmg Res2Net AASIST 028 | 0.28 | 0.28
(211] | INTERSPEECH 22 Isrifs"tgé:;“c‘i ECAPA-TDNN, AResNet 806 | 050 | 4.86
[167] | INTERSPEECH'23 | [ntegrated | \ipr Conformer 183 | 058 | 1.19

System

e Future direction -> Ongoing ASVSpoof5 Challenge

* Joint optimization of ASV and CM components

* Leverage the strengths of one subsystem to compensate for the weaknesses of

the other
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Advanced Topics: Interpretability .=

Frequency (kHz)

* Explainable-Al (XAl) tools

Time (s)

* SHAP [Lundberg and Lee, 2017]

 Grad-CAM [Tak+, 2020]

(%]
oy
'

Frequency (kHz)

1 2 3
Time (s)

e Attention mechanisms ..o~ B

* Temporal attention: emphasize the crltlcalframes Li and Zhang, 2024]

B

"
I son

AO07 TTS-based Spoof A08 oof A09 TTS-based Spoof
(LA_E_6041806.flac) (LA E 8872199 flac) (LA_E_6163791.flac)

-IWWI_

Bona fide
(LA_E_2919347 flac)

Bona fide
(LA_E_3757378 flac)

Al10 TTS-based Spoof All TTS-based Spoof Al12 TTS-based Spoof Al3 VC-based Sﬁ:oof Al4 VC-based Sﬁ)oof
(LA_E_2686099.flac) (LA_E_2120378.flac) (LA_E_7779557. I c (LA_E_5932896.flac) (LA_E_8877452.flac)

Al5 VC-based Sﬁ)oof Al6 -based Spoof Al7 VC-based S oof A18 VC-based S oof Al9 VC-based Sﬁ)oof
(LA_E_1982859.flac) (LA E 6828287.flac) (LA_E_1425990. ac) (LA_E_8617121. ac) (LA_E_7233536.flac)
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Summary

Feature Extraction

Audio Deepfake Detection ’7

Key Components

Classifier Engineering

End-to-End Structure

Loss Functions

Cross-dataset Robustness

—‘ Advanced Topics '—

Partially Deepfake Detection

Integration of ASV and CM
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Future Directions

* Robustness
* Additive noise, channel variation, multi-lingual, or other diverse conditions
* Data augmentation: feature/dataset-dependent

* Diversity of training datasets
* Substantial gap between experimental datasets and the realistic conditions
* Multiple language, partially Deepfake, noise distortion...

* Efficiency
* Lightweight model for real-time detection.

Survey Paper: Audio Anti-Spoofing Detection: A Survey
https://arxiv.org/pdf/2404.13914
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Break time: 25 min

Have a coffee break and come back before 3:30 pm.
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Video Deepfake Detection

Luchuan Song
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Preliminaries on Forgery Detection

* The previous methods and datasets

(" Forgery-Boundary Detection (Face-Xray) _
FaceForensics++

Frequency-Domain Binary Classification Celeb-DF v1/v2
(F>-Net) »< DEDC » How far we away from

< general forgery detection?
Traditional binary classification from pixel ForgeryNet

analysis (LAA-Net).

_DeeperForensics-1.0

Learning from the different face attributes,
-such as identity and Action-Unit (ID-Reveal).
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Preliminaries on Forgery Detection

* The overview of previous forgery detection methods

BackBone]
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Preliminaries on Forgery Detection

* Learning from the image features
Exploiting Style Latent Flows for Generalizing Deepfake Video Detection [CVPR 2024]

From StyleGAN space to learn the true or
fake from video- / pixel- level.

PatchForensics [4] | 94.0 60.5 87.3 84.8 | 81.6
Face X-ray [30] 99.5 932 945 925 | 949
CNN-GRU [44] 97.6 47.6 858 86.6 | 79.4
LipForensics [18] | 99.7 90.1 98.8 98.3 | 97.1

1
1
1
i
1
i Clip / Style GRU \ / Style Attention Module\ /I‘emPOral Transform(ﬁ
i ﬁ — 51 A Encoder
1 wly > v
i3 »V,
| A - L |
1 > . Pr —
] . pSp : ! - (1
! . Sig “ Style = 7| Transf
1 cio > —p{ lransiormer
: 5 X Attn. B ansorm MLP
; vy 0c Score & .
i - % v AR el )
I \3 X x224x224 3D ResNet 50 W 3 j | ;zie |
1 | m— - r o > >
! | |-” - | UJ - | UJ - | m Ceontent el | QR
S Oft max : \L encoding
1
* : Train on remaining three
! Method DF FS F2F NT | Avg
Real/Fake ! Xception [8] 939 512 868 797 | 779
: CNN-aug [53] 875 563 80.1 67.8 | 729
i
1
1
1
1
1
1
1
1
1
1
1
!

FTCN* [60] 99.8 993 959 953 | 97.5
AltFreeze [55] 99.8 99.7 98.6 96.2 | 98.6
StyleGRU 940 68.5 88.8 80.6 | 83.0
Ours 99.7 988 98.6 964 | 9384
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Preliminaries on Forgery Detection

* Learning from the frequency features
Thinking in Frequency: Face Forgery Detection by Mining Frequency-aware Clues [ECCV 2020]

1
1
1
1
i
: FAD
l i
i
I > @- CNN —
i
1 )
a N
: MixBlock =g
—+
i LFS @ 5
: s S
: -
! =) @ - = CNN —
1
CNN !
1
: Methods Acc AUC Acc AUC Acc AUC
| i (LQ)  (LQ)  (HQ) (HQ) (RAW) (RAW)
1 Steg.Features [24] 55.98% - 70.97% - 97.63% -
softmax H LD-CNN [14] 58.69% 78.45% 98.57% -
1 . . Constrained Conv [6] 66.84% 82.97% 98.74% -
* ; Apply the DFT on the image and obtain the CustomPooling CNN [49] 61.18% 79.08% 07.03% -
H MesoNet [3] 70.47% - 83.10% - 95.23% -
: frequence map, then, use the CNN for Foow X.roy [40] i s o o 7 -
] feature. Xception [12] 86.86%  0.893  95.73%  0.963  99.26%  0.992
Real’/Fa ke : Xception-ELA [27] 79.63% 0.829 93.86% 0.948 98.57% 0.984
! Xception-PAFilters [10]  87.16%  0.902 - - - -
: F3-Net (Xception) 90.43% 0.933 97.52% 0.981 99.95% 0.998
! Optical Flow [5] 81.60% - - - - -
1 Slowfast [20] 90.53% 0.936 97.09% 0.982 99.53% 0.994
) F3-Net(Slowfast) 93.02% 0.958 98.95% 0.993 99.99% 0.999
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Preliminaries on Forgery Detection

* Learning from the face boundary

1
i UIA-VIT: Unsupervised Inconsistency-Aware Method based on Vision Transformer for Face
1 .
' Forgery Detection[ECCV 2022]
1 MLP .
! i i i } : Attention Map between classification embedding and patch embeddings
I Methods |FF++HQ| DFD Celeb-DF—+v2 Celeb-DF-vl DFDC-P :Head J Progressive Consistency Weighted Assemble _ @Att l. Map bet: lassif .! bedding and patch embedding;
: | T ’J' n i @A!tenuon Map of patch embeddings
: XCepthH[24] 96.30 70.47 65.50 62.33 72.20 E ‘ @:Progressive weighted average operation
| Capsule[20] 96.46 | 62.75  57.50 60.49 6505  Q - I P
1 Multi-Attention[33] 99.29 75.53 67.44 54.01 66.28 ) / e S e
i FRLM][19] 99.50 | 68.17  70.58 76.52 69.81 { (R S— e
: Face X-ray[12] 87.40 85.60 74.20 80.58 70.00 { Layer & @ OE’_A—_@_EZ_"?H@—’- Patc:g?:?:gtency
1 LTW[26] 99.17 88.56 77.14 — 74.58 . £
i PCL+I2G(34] 99.11 | ——  81.80 — — ol
s i Local-relation[1] 99.46 | 89.24 78.26 — 76.53 T““‘C“mbe“d‘"@
i DCL[27] 99.30 | 91.66  82.30 — 76.71 [ Leyer & ) ¢ j
CNN i UIA-ViT 99.33 |94.68  82.41 86.59 75.80 ¥ . A |~

\ J 1 Layer . 9- © ' . .
1 -

[ I A : Pa;c:lbe‘li’:is:.tg 0 I ; T 3 T T Accumulate samples and
1 * Extra learnable [ | 6] update MVG -

Softmax : e Linear Projection ] WS E(sti;natin(n: ) Forgery:“:ic(af“o: ) = d(fij, Fiake ) > 0

i 1 Ffake Z) ~ ,uf,Ef o JH @iy Freal ) = ijy L'fake ) >

. * /1 Some computer graphics based methods H EE - N e ) s 20) = o oy ) <
1 gEEmaEm
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1

Real/Fake ! mask.

i
1
1
1
1
1
!
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Preliminaries on Forgery Detection

* Learning from the facial identity score

Protecting Celebrities from DeepFake with Identity Consistency Transformer [CVPR 2022]

Multimedia Deepfake Detection Tutorial @ ICME 2024

1
1
1
= 1
. | (a) Training Phase
4 1 ¢
i i
: -
1 -
=
[Tra nsformer |1 . I
* : I Identity f;" Identity f%¢
H ba i :
! v v —(  Identit .
: ilght Shaing = Classification |-+ [N
I Il Loss ID B Loss ID A — > (I Loss
1 A A
: Face swap 8 ! :
i — | by mask blending | Method | DFD [ FF++ | Deeper | CD1 | CD2 | Avg
@
I ' !, 1 _,'\ I, _»8 —— "Multi-task [13] [ 65.21]72.23| 65.32 [72.28]61.06 | 65.96
i bt = - : Mesolnc4 [7] 59.06 | 63.41| 51.41 |42.26 | 53.60 | 53.95
1 - ) 8 Transformer [+ Outer Inner
1 ) N 7 Identity f2u¢ Identity fIn Capsule [44] 69.70 | 96.50 | 68.44 |69.98|63.65|67.94
CNN 1 =S ; - T 8 o t Xcep-c0 [51] 89.0599.26 | 57.76 |48.08 |50.37|61.32
! bb ab Xcep-c23 [51] 95.60 | 98.54 | 69.85 |74.97|77.82|79.56
. 1 7 | FWA [34] 80.59 | 74.82 | 45.46 |72.88 |64.87|67.72
r ! DSP-FWA [34]  |90.99 [81.90| 60.00 |78.51 |81.41|78.56
softmax ' Learn|ng the |dent|ty from the datasets, and CNNDetect [60] | 60.12 [71.08 | 57.16 |56.12 |57.17 | 60.33
i . . Patch-Foren [13] |49.91[73.75| 55.35 |59.66 | 57.16 | 55.52
\ i calculate the identity score for the real or FFD [20] 766119232 | 4664 17415 | 77.80 | 73.50
i fake Face X-ray [37] |94.14|98.44| 72.35 |74.76|75.39|79.16
] Two-Branch [38]% | - - - - |73a41] -
Real/Fake i PCL+I2G [63]* - - - - |81.80] -
! Nirkin.et al. [47]% | - [99.70| - - |66.00| -
' ICT (Ours) 84.13[90.22| 93.57 |81.43[85.7187.01
! ICT-Ref (Ours) | 93.17(98.56 | 99.25 |96.41 |94.43 | 96.34
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Preliminaries on Forgery Detection

* Learning from self-reconstruction

Encoder

N

N

Decoder

_

Information Aggregation

Encoder

x\\& ~
E—
X

>}}

lll

Fenc

Multi-scale Graph Reasoning

¥

CNN

softmax

It uses the VAE to reconstruction the face
image within the forgery detection training.

Fenn

End-to-End Reconstruction-Classification Learning for Face Forgery Detection [CVPR 2022]

N

F
| decl F ) IFd

y

Real/Fake
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Reconstruction
Guided Attention
Methods FF++ (c23) FF++ (c40) Celeb-DF WildDeepfake
Acc (%) AUC (%) Acc (%) AUC (%) Acc (%) AUC (%) Acc(%) AUC (%)
MesoNet [1] 83.10 - 70.47 - - - 64.47 -
Multi-task [30] 85.65 85.43 81.30 75.59 - - - -
Xception [35] 95.73 96.30 86.86 89.30 97.90 99.73 77.25 86.76
Face X-ray [23] - 87.40 - 61.60 - -
Two-branch [29] 96.43 98.70 86.34 86.59 - - - -
SPSL [25] 91.50 95.32 81.57 82.82 - -
RFEM [45] 95.69 98.79 87.06 89.83 97.96 99.94 77.38 83.92
Freq-SCL [22] 96.69 99.28 89.00 92.39 - - - -
Add-Net [60] 96.78 97.74 87.50 91.01 96.93 99.55 76.25 86.17
F3-Net [33] 97.52 98.10 90.43 93.30 95.95 98.93 80.66 87.53
MultiAtt [55] 97.60 99.29 88.69 90.40 97.92 99.94 82.86 90.71
RECCE (Ours) 97.06 99.32 91.03 95.02 98.59 99.94 83.25 92.02




Preliminaries on Forgery Detection

* Learning from face motion

% 7 - !
1
1
1
i Features [CVPR 2021]
1
1
1
. i Methods FF;+ 7 Decline
Pars|ng : raw c23 c40
i Xception [25] 997 933 865  64/132
l ! X-Ray [16] 99.1 873 616 11.8/375
i LRNet (ours) 999 973 957 2.6/4.2
Tt Celeb-DF
1 .
. J.i'-;:’ : . _:‘;‘1'_ . i Methods raw c23 c40 Decline
o W I Xception-c23 [25] 653 655 525  -0.2/12.8
. I FWA [18] 569 546 522 23/47
! DSP-FWA[18] 646 577 472  69/174
[ RNN i LRNet (ours) 574 563 554 1.1/2.0
:
1
1
{ . . .
! Learning the temporal consistency from the
1 o o o
[ softmax ] i detected facial landmarks in the image
! sequence.
1 :
1
1
1
i
Real/Fake '
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Preliminaries on Forgery Detection

* Learn the forgery images from ChatGPT! (Another insight)

Can ChatGPT Detect DeepFakes? A Study of Using Multimodal Large Language Models for
Media Forensics [CVPRW 2024]

Al-Generated Faces Real Faces

Prompt: Prompt:

“Tell me if there are synthesis artifacts in the face or not. Must return with 1) yes or no only; “Tell me if there are synthesis artifacts in the face or not. Must return with 1) yes or no only;
2) if yes, explain where the artifacts exist by answering in [region, artifacts] form.” 2) if yes, explain where the artifacts exist by answering in [region, artifacts] form.”

<l i

[ “Yes. [Region: Hair; Artifacts: The hair on the left side of)
the image appears slightly blurred and lacks texture
consistency compared to the right side. Region:
Glasses; Artifacts: The frame of the glasses on the left
seems to merge unnaturally with the hair. Region:
Background; Artifacts: The transition between the
person and the background is a bit abrupt and lacks

\ depth, which could indicate manipulation.]” Q )

"Yes, [Left eye (on the image), slight
discoloration and blurring; hairline and
hair, some strands appear unnaturally
straight and patterned; overall image,
contrasting edges and color saturation
suggest possible enhancements or

alterations]" °

IIN . ”
"Na' ” o

o

"No.”

o

Y
"Yes, [Hair, inconsistent texture and blending with

the background; Glasses, slight irregularities in
the frame; Skin, overly smooth areas lacking in

texture]”
)

"Yes. [Hair, some strands look
unnaturally sharp and pixelated; Skin
texture, certain areas appear overly
smooth or inconsistent]"

"No.”

(%)

"Yes.\n\n[Hair, inconsistent strand

<

~ =

NG
T 'No.

"Yes, [Hair, unnatural transitions and colors; Right
eye (from viewer's perspective), slight mismatch in
alignment; Overall, slight blurring and
inconsistencies indicative of synthesis or editing]"

=

Multimedia Deepfake Detection Tutorial @ ICME 2024

patterns and slight blurring; teeth,
unnaturally uniform and symmetrical;
skin, overly smooth texture on the

face]."
(X
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Preliminaries on Forgery Detection

* Learn the forgery images from ChatGPT! (Another insight)

Tell me if there are synthesis artifacts in the face or not. Must return
with 1) yes or no only, 2) if yes, explain where the artifacts exist by
answering in [region, artifacts] form.

Yes.

[region: left ear, artifacts: unusual blending with the background]
[region: left cheek, artifacts: slight distortion]

[region: lower jawline, artifacts: irregular texture]

Multimedia Deepfake Detection Tutorial @ ICME 2024

Tell me if there are synthesis artifacts in the face or not. Must return
with 1) yes or no only, 2) if yes, explain where the artifacts exist by
answering in [region, artifacts] form.

Yes.

[region: left cheek, artifacts: irregular texture]

[region: lips, artifacts: unnatural shading]

[region: forehead, artifacts: slight distortion]

d g S
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Preliminaries on Forgery Detection

* Learn the forgery images from ChatGPT! (Another insight)

Tell me if there are synthesis artifacts in the face or not. Must return
with 1) yes or no only, 2) if yes, explain where the artifacts exist by

Tell me if there are synthesis artifacts in the face or not. Must return
answering in [region, artifacts] form.

with 1) yes or no only, 2) if yes, explain where the artifacts exist by
answering in [region, artifacts] form.

Yes. Yes.

[region: teeth, artifacts: unnatural alignment] [region: glasses, artifacts: unnatural alignment]

[region: lower jawline, artifacts: irregular texture] [region: mouth, artifacts: irregular texture]

[region: hairline, artifacts: slight distortion]

[region: lower jawline, artifacts: slight distortion]

Multimedia Deepfake Detection Tutorial @ ICME 2024



Preliminaries on Forgery Detection

Preliminaries
Methods on

Face Forgery
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Preliminaries on Forgery Detection

* The overview of our previous datasets — ForgeryNet

Table 1: Comparison of various face forgery datasets. ForgeryNet surpasses any other dataset both in scale and diversity.
It provides both video- and image-level data. The forgery data are constructed by 15 manipulation approaches within 4

categories. We also employ 36 types of perturbations from 4 kinds of distortions for post-processing.

Dataset Re:;deo Clg’aske Reasltlu 1magel§ ake Approaches  Subjects PS;lu‘Eb Pe%unib. Annotations
UADFV [60] 49 49 241 252 1 49 - X 591
DF-TIMIT [36] 320 640 - - 2 43 - X 1,600
Deep Fake Detection [4] 363 3,068 - - 5 28 - X 3,431
Celeb-DF [39] 590 5,639 - - 1 59 - X 6,229
SwapMe and FaceSwap [64] - - 4,600 2,010 2 - - X 6,610
DFFD [14] 1,000 3,000 58,703 240,336 7 - - X 8,000
FaceForensics++ [52] 1,000 5,000 - - 5 - 2 X 11,000
DeeperForensics-1.0 [33] 50,000 10,000 - - 1 100 7 v 60,000
DFDC [18] 23,564 104,500 - - 8 960 19 X 128,064
ForgeryNet (Ours) 99,630 121,617 1,438,201 1,457,861 15 5400+ 36 v 9,393,574

Multimedia Deepfake Detection Tutorial @ ICME 2024

Figure 6: Illustration of image- and video-level sets. From
the inside to the outside are categories of Identity-remained
and Identity-replaced, corresponding sub-types, specific
forgery approaches and the situation of data split.
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Preliminaries on Forgery Detection

* The generation methods for ForgeryNet

Table 10: Summary of the four types of forgery approaches. In this table, the input, output, architecture, resolution,
modification ability, and whether to retrain in inference of each forgery approach are presented. S/T represents the modality
of x5 and z;. v:=video, i:=image, a:=audio, m:= mask, s:=sketch, 1:= noise, S:=single identity, M:=multiple identity

| Method ‘ S/T  CG/GAN Input Modification Resolution Retraining
Face FirstOrderMotion [56] v/i GAN M/M pose,expression 256*256 No need
Reenactment ATVG-Net [9] v/i GAN M/M pose,expression 128*128 No need
Talking-head Video [23] | a/v CG+GAN M/S mouth 256*256 1~3 portraits
StarGAN2 [11] 1/i GAN M/M attribute transfer 256*256 portraits
Face StyleGAN2 [35] 1i GAN M/M  rebuild from latent  1024*1024 portraits
Editing MaskGAN [37] m,i/i GAN M/M editing record 512*512 portraits,mask
SC-FEGAN [34] s,i/i GAN M/M sketch record 512*512 portraits,sketch
DiscoFaceGAN [17] i/i CG+GAN M/M 3dmm attributes 1024*1024 portraits
Face BlendFace viv CG M/M  identity, expression Any No need
Transfer MMReplacement i CG M/M  identity, expression Any at least 1 protrait
FSGAN [47] viv GAN M/M identity 256*256 No need
Face Swap DeepFakes [49] viv GAN S/S identity 192*192 2k~ 5k portraits
FaceShifter [3£] /i GAN M/M identity 256*256 No need

Multimedia Deepfake Detection Tutorial @ ICME 2024
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Preliminaries on Forgery Detection

* How will the backbone performance on the ForgeryNet?

Table 2: Image Forgery Classification (Protocol 1): bi-  Tapje 9: Temporal Forgery Localization. We show AP,
nary classification. We report accuracy and AUC scores of AR and mAP scores of all compared methods.

the compared forensics methods. AR AP avg.
2 5 05 075 0.9 AP
Method | Param. Acc AUC Xception [12] 2583 7395 | 6829 62.84 5830 | 62.83
- X3D-M+BSN [42] 8133 8688 | 8046 7724 5509 | 70.29
MobileNetV3 Small [29] 1”M 7624 85.51 X3D-M+BMN [41] | 8844 9199 | 90.65 88.12 7495 | 8347
MobileNetV3 Large [29] 42M 7830 87.56 SlowFast+BSN [42] | 83.63 8878 | 8225 80.11 60.66 | 73.42
EfficientNet-BO [54] 40M 7986 8931 SlowFast+BMN [41] | 90.64 9349 | 9276 91.00 80.02 | 86.85
ResNet-18 [28] 11.2M  78.31 87.75
Xception [12] 20.8M  80.78 90.12
ResNeSt-101 [62] 46.2M  82.06 91.02
SAN19-patchwise [63] 18.5M  80.08 89.38
ELA-Xception [27] 20.8M  73.77 82.69
SNRFilters-Xception [10] 208M 81.09 90.52
GramNet [44] 22.1M  80.89 90.20
F3-Net[ ] 573M 80.86 90.15
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Video Forgery Detection

* Recent years, we have witnessed a branch of generative methods

" Diffusion Models

" More Potential Risk than Face-Swapping
NeRF rendering
< -<

3D Gaussian-Splatting renderin
P g g Out-of-distribution in previous datasets

N~

_ StyleGAN-Series Models
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Preliminaries on Forgery Detection

* Could these methods achieve general forgery detection?

1. For the methods do not have the boundary (diffusion-based) ?

2. The self-reconstruction model have large distribution with wildforgery ?

3. The extracted features are robust in frequency domain ?

4. How about the forgery methods are built from the landmarks?

- Find it on the state-of-the-art forgery methods

Multimedia Deepfake Detection Tutorial @ ICME 2024 66



Video Forgery Detection

OQOD Forgery

Datasets

Multimedia Deepfake Detection Tutorial @ ICME 2024

FF++ DFDC WildDF ForgeryNet Celeb-DF?> DeeperF-1.0
Datasets  [2019] [2019] [2021]  [2021] [2019] [2020]

One-Shot Reconstruction

Face-Vid2Vid
FOMM - - - v - -
NOFA - - - - - -
Next3D - - - - - -

Diff Talk - - - - - -
AdaSR-TH - - - - - -
PIRender - - - - - -
StyetGAN - v - v v -

Tri? -plane - - - - - -

NeuralTexture v/ - - v - v

DVP - - - - - -

3D Gaussian
INSTA

PointAvatar

StyleGAN* - - - - - -

Table 1. The evaluation of forgery methodologies in preceding datasets
is presented, where a checkmark (\/) denotes the inclusion of generation
methods within the dataset. It is noteworthy that almost all cutting-edge
generation techniques are absent from these collections.
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Kaleidoscope Forgery Methods in AIGC (bbox)

* We list the forgery methods in recent years, called AIGC forgery methods

e FOMM: The first-order-motion-model [Siarohin et al. 2019]
represents a one-shot 2D motion retargeting approach, which
is trained on extensive facial datasets and necessitates no ad-
ditional computational overhead during the inference phase.

LIA: The Latent Image Animator [Wang et al. 2022] is also
the one-shot animation method. Different from the FOMM,
the LIA is wrapped by the optical flow instead of adaptive
Jacobin matrix.

Face-Vi2Vid: The Face-Vid2Vid [Wang et al. 2021] is the 3D

expanded version of FOMM. And it does not include inpaint-

ing methods based on neural networks for the generation
backbone.

AdaSR-TH: The AdaSR Talking-Head [Song et al. 2024]
is the high-resolution extension of Face-Vid2Vid, it uses
super-resolution modules to improve video quality during
encoding and decoding.

\

StyleHEAT: The one-shot facial generation method with
the backbone of StyleGAN. It is trained on large-scale face
datasets, and in the evaluation phase, only one source face
needs to be inverted.

StyleAvatar: The StyleAvatar is the StyleGAN-based per-
sonality method, it finetunes the StyleGAN on the short
identity-specific video.

e Deep Video Portrait: The DVP [Kim et al. 2018] is the

o Next3D*: We finetune the one-shot-based next3d method

EMO-Portrait: The EMO-Portrait applies the diffusion model
for one-shot image to head generation. It takes audio as in-

put, but can still be modified to adapt pose-driven facial

animation

VASA-1: The VASA-1 is a kind of DiT structure, it takes the
audio as input, we are try to reproduce it and make it run
with pose driven.

e Tri’-plane: The Tri-plane is a method that adopts multiple

UNET-based personality generative model. As a representa-
tive work of generative adversarial networks, it has achieved
state-of-the-art quality.

on the short specific identity videos for better performance.

triplane structures to fine-tune on a person-specific video
set. It achieves good performance on video quality.

3D Gaussian: We adopt the 3D gaussian splatting in the
monocular avatar generation. It is the state-of-the-art graph}
ics technology that can achieve the breakthrough betweer
efficiency and synthesis quality.

J \

Y

One-Shot Generation Methods (GAN + Diffusion + Style GAN)
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Y
3D-based Methods
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Kaleidoscope Forgery Methods in AIGC

W

Improv
or
Decay

Kaleidoscope

Forgery
Methods

N/

\Personality Kaleidoscope Y, )

\ Collection w \ Face-Kaleidoscope ) \ Rele‘rvance Detection )

Fig. 1. The Face-Kaleidoscope is a mega-scale datatset for facial forgery detection. In the context of the recent exponential surge in Al-generated content,
the imperative for robust mechanisms to identify face forgeries has been underscored by the significant security challenges introduced by advanced face
reconstruction methodologies. The previous face forgery datasets suffer from the state-of-the-art face forgery methods, such as UNET-based rendering (e.g. Deep
Video Portraits [Kim et al. 2018]), StyleGAN-based rendering (e.g. StyleAvatar [Wang et al. 2023]) and RadiationField-based rendering (e.g. NeRF [Mildenhall
et al. 2020], Gaussian Splatting [Kerbl et al. 2023], Point Cloud [Zheng et al. 2023]) e.t.c.. Moreover, we provide source code as toolchain to these methods
for researchers to personalize self-data. The Face-Kaleidoscope includes two different sets, One-Shot Kaleidoscope and Personality Face-Kaleidoscope. The
One-Shot Kaleidoscope is a resource-free facial reconstruction method that can produce data faster but has obvious artifacts. The Personality Face-Kaleidoscope
is the identity-specially rendering, which relies more on computing resources but has better quality. We discuss the deepfake detector adaptation to these two
methods, which can be inspiring for general deepfake detection.
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Kaleidoscope Forgery Methods in AlIGC

p &&@v&@ Face-Vid2Vid Has Ous
UBREEY

Input Audio
(Talking, Speaking, Singing

Original video

LivePortrait

A Single Image = 7
(Realistic, AIGC, Anime ...... ) riven Video

EMO-Portrait

H+ Aol 4+ °°&

.........

%VASA -1

Singleimage  Audio clip

" Deep Video Portrait

VASA-1

Overview of some New
Forgery Methods

Instant Volumetric Avatar

INSTA

NPGA
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Kaleidoscope Forgery Methods in AIGC

* Here we show some video results on these new forgery methods.
Please pay attention to our new work on ECCV 2024.

https://songluchuan.github.io/Tri2Plane.github.io/
7N

Havatar TriZ-plane
[Zhao et al.] ¥

Multimedia Deepfake Detection Tutorial @ ICME 2024
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Out-of-distribution Analysis of Datasets

* We take each method synthesized about 200 videos, and we evaluated the toy dataset on several
popular DeepFake detection methods. We list the video DeepFake detection methods in below:

e SlowFast: The SlowFast [Feichtenhofer et al. 2019] is a clas-
sic video understanding backbone. It is also the baseline for
video-level deepfake classification.

e IIL: The Implicit Identity Leakage [Dong et al. 2023] is the
state-of-the-art deepfake detection method, which claims to
have achieved general deepfake detection. We also evaluate
the generalizability within our dataset.

e ID-DFD: The Identity Driven Deepfake [Huang et al. 2023] is ? How will the P rerI ous rT(]jeE:h Q?d s work
the state-of-the-art deepfake detection method. It performs on new rtorgery data:
binary classification based on the identity embedding. ®

e F3-Net: The F3-Net [Qian et al. 2020] is a frequency-based
forgery classification method, which is a kind of classic two-
branch deepfake detection method.

e UIA-ViT: The UIA-ViT [Zhuang et al. 2022] is the trans-
former based method for binary forgery classification. It
uses the attention map between classification embedding
and patch embedding.

Multimedia Deepfake Detection Tutorial @ ICME 2024 72



Out-of-distribution Analysis of Datasets

* We take each method synthesized about 200 videos, and we evaluated the toy dataset on several
popular DeepFake detection methods. We list the video DeepFake detection methods in below:

Acc.(%) AUC(%) Acc.(%) AUC(%)
[Our] [Our] [FF++] [FF++]

SlowFast [Feichtenhofer et al. 2019] | 63.72  67.10  90.53  93.60

Method

IIL [Dong et al. 2023] 51.95 60.07  98.51 99.8
ID-DFD[Huang et al. 2023] 55.08 57.41 97.00  99.46
F3-Net [Qian et al. 2020] 6190 64.27 9043  93.30

UIA-ViT [Zhuang et al. 2022] 69.47 7122  90.40  99.33

Table 2. The binary classification evaluation results of previous deepfake
detection methods on the FF++ dataset and our toy dataset. We report the
accuracy and AUC scores of the compared forensics methods. Each method
are trained and tested on our toy dataset and FF++ dataset respectively.

Those methods on our toy dataset seem not perform as well as the FF++?
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Out-of-distribution Analysis of Datasets

* The previous methods seem to be overfitted on FF++ dataset, but on our dataset, the
performance is not very good.

* Some methods specially designed for FF++, such as Face X-ray are not suitable for
the GAN/StyleGAN-based methods, they are work on the forgery boundary, but
some methods do not have such boundary.

* There are some obvious drawbacks in the previous DeepFake (Face Forgery)
datasets, such as the color inconsistency produced by the forced combination of
ATVGNet on background in FogeryNet.

A new benchmark is need for the video DeepFake Detection topic!

Include more new methods, not only play with the four methods on FF++

Some new forgery methods on the state-of-the-art methods should be explored

Multimedia Deepfake Detection Tutorial @ ICME 2024
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Audio-Visual Deepfake
Detection (AVDD)

You (Neil) Zhang
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Audio-Visual Deepfake Detection

* Detecting talking face deepfakes

* Temporal forgery localization

* Detecting general video deepfakes

* Emerging & future directions

Multimedia Deepfake Detection Tutorial @ ICME 2024
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Audio-Visual Deepfake Datasets: Talking Faces

* DFDC [Dolhansky+2020]: 8 facial modification algorithms + 1 TTS

- FakeAVCeleb [Khalid+2021]

EREEEREINE

REAL AuDID & REAL VIDED FAKE AuDIo & REAL VIDED
(ArVr) (AxVr)
Arrican Asian Asian Cau:asuan Caucasnan
(BLacu) (Sourn) (Eas‘r) an)
- | = =
AED =2 ER IS (B %
i - A -
||||||||||||u |||||||||||||| |||||||||||||| |||||||||||||| |||||||||||||| |||||||||||||| ||||l||||||||| |||||||||||||| |||||||||||||| |||||||||||||| |||||II|I||||| ||||||]||||||l |||||||||||||| |||||[|||||||| |||||||||||||| |||||||l|||||l |||||[|||||||| |||||||||||||| ||||||||||l||| ||||||[|||||||
REAL AuDIO & FAKE VIDED FAKE AuDIo & FAKE VIDED
(ARrV%) (AxV#)
AFrRiCcan A5|an A5|an Caucasian Caucasian AFrRICan Asian Asian Caucasian Caucasian
(BLack) (Amemcan) (European)

(BLack) (SouTH) (EasT) (A an) (E )
- - -

o oo oo oo oo oo o oo

* SWAN-DF [Korshunov+2023]
* PloyGlotFake [Hou+2024]

Dolhansky, Brian, et al. "The deepfake detection challenge (DFDC) dataset." arXiv 2020.

Khalid, Hasam, et al.

“FakeAVCeleb: A novel audio-video multimodal deepfake dataset.” NeurlPS Datasets Track 2021.

Korshunov, Pavel, et al. “Vulnerability of Automatic Identity Recognition to Audio-Visual Deepfakes.” I[JCB 2023.

Hou, Yang, et al. "PolyGlotFake: A Novel Multilingual and Multimodal DeepFake Dataset." arXiv 2024.
Multimedia Deepfake Detection Tutorial @ ICME 2024
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FakeAVCeleb

* FakeAVCeleb generation pipeline [Khalid+2021]

InpuTs InpuTs InpuTs - ()
' ' eSUuLT
i 2. Resuwy (A) ; 4. Comsine
| ; [t
! 1. Apva H | 1. Apva
||||||||||||n~\\ | l||'||IlII||'l Face swap ; '||'|||'||||"_‘%< Face swap :
5. ResuLT | (FsGan, Faceswap) l||l|||l||||l| : (FsGan, Faceswap)
\. 4. Comsine ! I |
, X X 5. ResuL-r(B)
i_%< : H Wav2L|p ! H
: 3. AppLY A : 4 AITEY —~ -
o ‘ i ! ||||||||||||u:::::::::::::::::::::: """"""""""""""""""" - [ o
] : ' . Wav2L|p '||'|||'||||"
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Khalid, Hasam, et al. “FakeAVCeleb: A novel audio-video multimodal deepfake dataset.” NeurlPS Datasets Track 2021.
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PloyGlotFake

« Comparison with other datasets

DataSet Release Data M;/Irggzlli;ed Mutilingual |[Real video|Fake video|Total video M?&ﬁﬁ?ﬁ;on T(f;{)l;lllg:;es ?Z,tlf:l)iitge
UADFYV [43] 2018 \Y No 49 49 98 1 No No
TIMI [19] 2018 \Y% No 320 640 960 2 No No
FF-++ [3§] 2019 A% No 1,000 4,000 5,000 4 No No
DFD [38] 2019 \Y No 360 3,068 3,431 5 No No
DFDC [11] 2020 |[A/NTTE No 23,654 | 104,500 | 128,154 8 No No
DeeperForensics [16] 2020 \Y No 50,000 10,000 60,000 1 No No
Celeb-DF [23] 2020 \Y% No 590 5,639 6,229 1 No No
FFIW [44] 2020 \% No 10,000 10,000 20,000 1 No No
KoDF [20] 2021 \Y% No 62,166 | 175,776 | 237,942 5 No No
FakeAVCeleb [18] 2021 H No 500 19,500 20,000 4 No Yes
DF-Platter [30] 2023 \Y% No 133,260 132,496 265,756 3 No Yes
PolyGlotFake 2023  |TANT Yes 766 | 14,472 | 15,238 | 10 Yes Yes

Hou, Yang, et al. "PolyGlotFake: A Novel Multilingual and Multimodal DeepFake Dataset." arXiv 2024.

Multimedia Deepfake Detection Tutorial @ ICME 2024

79



Fusion Methods

* Cross-Attention: Joint AV [Zhou&Lim2021], AVoiD-DF [Yang+2023]
* + Regularization: Cross- and within-modality regularization [Zou+2024]

* + Multi-task: Correlation distillation [Yu+2024], contrastive learning:

AVA-CL [Zhang+2024], reconstruction+ contrastive learning: AVFF
[Oorloff+2024]

Zhou, Yipin, and Ser-Nam Lim. "Joint audio-visual deepfake detection." ICCV 2021.

Yang, Wenyuan, et al. “Avoid-df: Audio-visual joint learning for detecting deepfake.” TIFS 2023.

Zou, Heqing, et al. "Cross-Modality and Within-Modality Regularization for Audio-Visual Deepfake Detection." ICASSP 2024.

Zhang, Yibo, Weiguo Lin, and Junfeng Xu. “Joint audio-visual attention with contrastive learning for more general deepfake detection.” TOMM 2024.
Yu, Cai, et al. “Explicit Correlation Learning for Generalizable Cross-Modal Deepfake Detection.” ICME 2024.

Oorloff, Trevine, et al. "AVFF: Audio-Visual Feature Fusion for Video Deepfake Detection." CVPR 2024.

Multimedia Deepfake Detection Tutorial @ ICME 2024 80



SOTA Fusion Method: AVFF [Oorloff+2024]

* Contrastive learning and autoencoding objectives on real videos +
supervised deepfake classification on real and fake videos

Feature Complementary : ;
i . p Cross-Modality Fusion
Tokenized Input Encoding a Masking y
=
a a,
wa t1 @Ma t1 a”U
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s o @ | o va Ly
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Oorloff, Trevine, et al. "AVFF: Audio-Visual Feature Fusion for Video Deepfake Detection." CVPR 2024.
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SOTA Fusion Method: AVFF [Oorloff+2024]

e Results on FakeAVCeleb

. RVFA FVRA-WL FVFA-FS  FVFA-GAN FVFA-WL AVG-FV
Method Modality
AP AUC AP AUC AP AUC AP AUC AP AUC AP AUC
Xception [52] - - 88.2 883 923 935 676 685 910 910 848 853
LipForensics [21] - - 978 977 999 999 615 68.1 98.6 98.7 894 Ol.l
FTCN [70] - - 96.2 974 100. 100. 774 783 956 965 923 0931
RealForensics [22 - - 88.8 930 993 99.1 998 998 934 96.7 953 97.1

AV-DFD[71] AV 749 733 970 974 996 99.7 584 554 100. 100. 88.8 88.1
AVAD (LRS2)[16] AV 624 716 936 937 953 958 941 943 938 941 942 945
AVAD (LRS3)[16] AV 707 805 91.1 930 91.0 923 916 927 914 931 913 9238

AVFF (Ours) AV 93.3 924 948 982 100. 100. 999 100. 994 998 985 995

Oorloff, Trevine, et al. "AVFF: Audio-Visual Feature Fusion for Video Deepfake Detection." CVPR 2024.
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Beyond Fusion: Audio-Video Mismatch

* Emotions don’t lie [Mittal+2020]

* Matching-based learning
* Person-of-Interest [Cozzolino+2023]
 Voice-face homogeneity [Cheng+2023]

* Synchronization

* Temporal synchronization [Feng+2023]
* AV-Lip-Sync+ [Shahzad+2023]

* Transcription for lip-sync deepfake [Bohacek&Farid2024]

Mittal, Trisha, et al. “Emotions don‘t lie: An audio-visual deepfake detection method using affective cues.” ACM MM 2020.

Cozzolino, Davide, et al. "Audio-visual person-of-interest deepfake detection." CVPRW 2023.

Cheng, Harry, et al. “Voice-face homogeneity tells deepfake.” TOMM 2023.

Feng, Chao, Ziyang Chen, and Andrew Owens. "Self-supervised video forensics by audio-visual anomaly detection." CVPR 2023.

Shahzad, Sahibzada Adil, et al. "AV-Lip-Sync+: Leveraging AV-HUBERT to exploit multimodal inconsistency for video deepfake detection." arXiv 2023.
Bohacek, Matyas, and Hany Farid. "Lost in Translation: Lip-Sync Deepfake Detection from Audio-Video Mismatch." CVPRW 2024.
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Example Methods for AV Mismatch

* [Feng+2023] * [Bohacek&Farid2024]

8 mmm

o

2

o video transcription: I just had its bread roll it’s your

© . .

s presence about the media in a way

3 : wy

= audio transcription: I just think it’s really feel good and
excellent piece of cinema

+15

& manual transcription: I just think it’s really feel-good

é and an excellent piece of cinema

E

-15

Figure 1. An audio/video clip from a lip-sync deepfake in which
the participant responds to the question “what is your favorite
movie and why?” The mismatch between the video (lip reading)
and audio transcriptions reveals evidence of a lip-sync deepfake.

Time (frame) >
Figure 1. Audio-visual anomaly detection. We identify fake
videos by finding anomalies in their audio-visual features, using
generative models trained entirely on real videos. In one variation
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Temporal Forgery Localization

* LAV-DF [Cai+2022], AV-Deepfake1M [Cai+2023]

Sample
Option 1 Option 1: Generate Full Sentence then Crop ] Cf. op \
B hoise —
S il 8l | e
Real Frames > Ina and crop same TalkLip
) YourTTS Fake'Speech \hisper length RefiRose
‘))) — Bg Noise our Full Sentence E || Il
, [ Option 2: Generate the New Word Only Add ,E 0
Real Audio enolser 21! Option Fake Audio Fake Frames
Yot gpeecn | (L > 1|1 (L
RESS 3 i Strip zero signals Loudness|norm

@) ) VITS Fake Speech Word Fake Speech
e _...Finetune [ A (Raw Output)

isper - 3 . ) s 3

| AlSpeech of the Subject TTS Options Audio Generation Video Generation

(/) Text Manipulations v v v
1\ Fake Frames Fake Frames Fake Frames

Real Text Generate NFake Audio \IBg Noise \lFake Audio

v Transcript Manipulation | < .
You are a helpful text modifier. Your target is to modify the provided text to invert its Real VldeO % \
meaning to the opposite direction. The operation can be one of "delete", "insert" and N A
"replace”. Please generate output for the following input with 3 operations. ‘1’ ‘l’ ‘1’
... the great songbook ... I'm not going to ... and unique ... .
[{"operation": "replace", "old_word": "great", "new_word": "terrible", "index": 4}, Fake Vldeo

‘gﬁ {"operation": "delete", "old_word": "not", "new_word": None, "index": 17},

{"operation": "insert", "old_word": None, "new_word": "not", "index": 24}] Replace Delete |nsert

Figure 2. Data manipulation and generation pipeline. Overview of the proposed three-stage pipeline. Given a real video, the pre-

Cai, Zhixi, et al. “Do you really mean that? content driven audio-visual deepfake dataset and multimodal method for temporal forgery localization.” DICTA 2022.
Cai, Zhixi, et al. "AV-Deepfake1M: A large-scale LLM-driven audio-visual deepfake dataset." arXiv 2023.
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SoTA Methods for Temporal Localization

* Heterogeneous graph attention network for intra- and inter-modal
relatlonshlps both at spatial and temporal scales. [Yin+2024]

............. o Repeatblayers ———— ...

Heterogeneous Graph Graph Node Update |+ Graph Node Pooling !

Construction

J0)9RI)Xd JIN)BIJ
pou 0IPIA

I9Ae] pajoduu0d AJng

J0)9EI)Xd J.IN)eIJ
Jpou opny

Audio Clips TUTT T T T T T T T T T T T e T s e e e
Yin, Qilin, et al. "Fine-Grained Multimodal DeepFake Classification via Heterogeneous Graphs." [JCV 2024.
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SoTA Methods for Temporal Localization

* Embedding-level fusion + multi-dimensional contrastive loss
[ L| LI + 2023] Cross Entropy Loss &

Temporal Contrastive Loss

Video Frame Video Boundary Video
[ Classifier ] [ Matching Layer Boundary Map — Boundary MSE Loss

A

)
‘ - Boundary MSE Loss
» Cross Attention

Video Encoder
{ Inference ~ :
__score:0.86 E
Modality Contrastive Loss Self Attention Fusion .Boundary Fusion »  S.NMS :
Matching Layer Boundary Map | ¢ | | | e :
:
Proposals :

Audio Encoder Cross Attention
A 4 A\ 4

Audio Frame Audio Boundary Video
[ Classifier ] [ Matching Layer l Boundary Map — Boundary MSE Loss

Cross Entropy Loss &
Temporal Contrastive Loss

Liu, Miao, et al. “Audio-visual temporal forgery detection using embedding-level fusion and multi-dimensional contrastive loss.” TCSVT 2023.
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General Video AVDD

* VideoSham [Mittal+2023]

(al) The original photo, from Getty Images shows
an armed man parked in front of a car.

Manipulated

(a2) The photo above was altered by digitally
placing the armed man in front of a peaceful
protest, insinuating violence.

(b1) This is an original clip of a presidential candi-
date addressing public in the US state, Minnesota.

°
2
ity
E]
e
2
©
2

(b2) The clip above is altered by changing the lo-
cation and the signs on the podium to a different
US state, Florida.

(c1) An original image shows three missiles being
launched by Iran’s government.

Vs

Manipulated

(c2) In an altered image released on Iran’s Revo-
lutionary Guards website, claimed that 4 missiles
were launched simultaneously.

Figure 1: Spatial manipulations: (a) [10], (b) [42], and (c) [44] are examples of videos on social media spatially manipulated with the

intent to mislead audiences.

Manipulated

Manipulated

DF-TIMIT DF-TIMIT

Figure 2: VIDEOSHAM: (top) VIDEOSHAM consists of diverse,
context-rich, and human-centric manipulated videos by profes-
sional video editors via 6 spatial and temporal attacks (e.g. jersey
color change and person removal). (botfom) In contrast, deepfake
datasets (DF-TIMIT and DFDC) only consist of facial manipula-
tions individual subjects from a close-up angle.

Manipulated
DFDC

| —

Mittal, Trisha, et al. "Video manipulations beyond faces: A dataset with human-machine analysis." WACV 2023.
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SOoTA Method for General Video AVDD

* VideoFACT: forensic feature embeddings (FFE) and context feature
embeddings (CFE)+attention [Nguyen+2024]

e e e i il
R e T e T e T R R e e s | 1 L] - -
*Ii i _ Low-Level Feautre | | | 12xTransformer EncoderBlocks ~ Deep Self- Attention ! : Forgery
Spatial ; Forensic Feature Extractor | | Module ; | Detectlon
|Embeddings 4 | Extractor , | : Attention | ekt score-D 99
— '_‘""_ —_ ‘Lf ‘ . ! k - : : " - 3 SqUE'EZE B E s i e o b
: AR R I — { | z /|zE z .
1 ' \T = fJ lc ‘ { | BKk—123 El = 1x1 Conv || !
—_— 1 | b | L]
I'\ ! ) 2 : : - - — ™ ] ~ Forgery
- ' 7 Context Feature | | — Attention Maps + | | pcalization
: i Extractor = | y
i Emry Flow Mld Flow Exit Flow { : i L Network
" : T 1x1 Conv — | e i e e s | o s i >
' J ] L 2 e : ¥ Localization Mask
. UI l ! !l I i v | _| Attention-Informed
: : | | Feature Refinement
g —— - .

Nguyen, Tai D., Shengbang Fang, and Matthew C. Stamm. "Videofact: detecting video forgeries using attention, scene context, and forensic traces." WACV 2024.
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Summary of AVDD Datasets

* Talking face videos
 DFDC [Dolhansky+2020]
* FakeAVCeleb [Khalid+2021]
 LAV-DF [Cai+2022]
 AVDeepfake-1M [Cai+2023]
* PloyGlotFake [Hou+2024]

e General videos
* VideoSham [Mittal+2023]

Dolhansky, Brian, et al. "The deepfake detection challenge (DFDC) dataset." arXiv 2020.

Khalid, Hasam, et al. “FakeAVCeleb: A novel audio-video multimodal deepfake dataset.” NeurlPS Datasets Track 2021.

Hou, Yang, et al. "PolyGlotFake: A Novel Multilingual and Multimodal DeepFake Dataset." arXiv 2024.

Cai, Zhixi, et al. “Do you really mean that? content driven audio-visual deepfake dataset and multimodal method for temporal forgery localization.” DICTA 2022.
Cai, Zhixi, et al. "AV-Deepfake1M: A large-scale LLM-driven audio-visual deepfake dataset." arXiv 2023.

Mittal, Trisha, et al. "Video manipulations beyond faces: A dataset with human-machine analysis." WACV 2023.
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Emerging & Future Directions

* Talking faces
* Generalization to new deepfake techniques, such as lip-to-speech synthesis
* Joint detection of deepfake and face-voice association
* Interpretability: which modality is fake, or which generation method is used

* General video
* Reasoning for audio-visual mismatch with VLM
* Generalization to more recent Sora with video-to-audio synthesis

* Proactive methods: watermarking
* More modalities for multimedia deepfake detection
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Summary of the Tutorial

* Each distinct research topic has rich research questions to solve.
Some common interests:

* Generalization ability
* More diverse datasets
* Partial deepfake

* Interpretability

* Techniques can be borrowed and generalized

* Fusion methods or modality-inconsistency detection for
multimedia deepfake detection
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Q&A

10-15min
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Question 1

* What are the prospects for deepfake detection technology to keep
pace with advancements in deepfake generation”? What are the
potential consequences if it does not?
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Question 2

* What are the application scenarios of deepfake detection
technology? Based on the application, can we develop something
beyond just binary classification?
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